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OECD Al Principles

Values-based principles Recommendations for policy makers

The OECD Al Principles
promote use of Al that is
iInnovative and trustworthy and
that respects human rights
and democratic values.

Adopted in May 2019, they set
standards for Al that are
practical and flexible enough
to stand the test of time.

Inclusive growth, sustainable S

development and well-being Investing in Al R&D )

Human-centred values and fairness > Fostering a digital ecosystem for AI »

Providing an enabling policy S

Transparency and explainability > environment for Al

https://oecd.ai/en/ai-principles

According to the OECD there
are currently 1000 Al policy

Building human capacity and

initiatives from 69 countries Robustness, security and safety ) preparing for labour market >
' ' ’ transiti
territories and the EU. ansition
https://oecd.ai
gy I < 1 _ - f
Accountability > ;5231‘:;:‘;“&?0 operation Ior S
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https://oecd.ai/en/ai-principles
https://oecd.ai/en/dashboards/overview

Global Al Law and Policy Tracker

Argentina Japan
Australia Mauritius
- Bangladesh New Zealand
Pis .. Brazi Pert
Canada Saudi Arabia
Chile China Singapore
..... Colombia South Korea
Egypt Taiwan
EU United Arab
India Emirates
Indonesia UK.
app-or Israel U.S.
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https://iapp.org/resources/article/global-ai-legislation-tracker/

Scope and Applicability of the EU Al Act

The Al Act applies to anyone who:
- an Al system on the EU market,
- and Al System in the EU,

- Uses a system to generate outputs, and these
outputs are used in the EU}
> RYelEenEIREiiEe: Al Act is applicable if

services are used within the EU market,
regardless of where the company is established Bl EU 27

EEA

- Obligations primarily on “providers”, but also on EU candidates

“deployers” - both private and public actors.
» (Costs of regulatory burden are considerable:

» Not applicable to private users!
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What is an Al system?

“Al system” is a machine-based system designed to operate with varying levels of autonomy
and that may exhibit adaptiveness after deployment and that, for explicit or implicit
objectives, infers, from the input it receives, how to generate outputs such as predictions,

content, recommendations, or decisions that can influence physical or virtual environments.

= An Al System is always software, but not every software is an Al System
= Embedded or stand-alone

= Anything can be an Al System, even if just partially automated (apart from very simple statistical or text
editing tools), will (most likely) be an "Al system".

— The EU Commission will issue Guidelines
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Risk-Based Approach to the Al Act

UNACCEPTABLE RISK:
Prohibited (with exceptions)

HIGH RISK:
Comprehensive compliance
requirements

General Purpose Al Models

J—
V—
X —
x_

- GPAI with systemic risk
- Standard GPAI
- Open licensed GPAI

LIMITED RISK:
Limited obligations: transparency
towards end users, Code of Conduct

®

MINIMAL RISK:
Minimal obligations, Code of Conduct
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Risk-Based Approach of the Al Act: [ggelallefii=le VA

ohibited due to \

unacceptable risk
(with exceptions)

Al Systems used for:

« biometric identifications
- * biometric categorization
* emotion recognition
 social scoring by
governments
behavioural manipulation

exploitation of
vulnerabilities of Children/

XX
|11

8

ariolilaw/



Risk-Based Approach of the Al Act: High-Risk Al

ANNEXII:

Al systems used as a product
or security component of a
product in regulated industries:
e.g. medical devices, civil
aviation, vehicle security,
marine equipment

J—
V—
X —
x_

ANNEXIII:

high-risk areas of application:
law enforcement, employment,
credit scoring, other biometric
systems, critical infrastructure,
education, justice, immigration,

law enforcement and elections
/ voting.

®
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Provider - Deployer

Provider = “a natural or legal person public authority, agency or other body that develops an Al system or a general-
purpose Al model or that has an Al system or a general-purpose Al model developed and places it on the market or
puts the Al system into service under its own name or trademark, whether for payment or free of charge...”

“a natural or legal person, public authority, agency or other body except where the A

system is used in the course of a personal non-professional activity.”

However, the deployer, distributor, importer becomes a provider of a high-risk Al system if:

ariolilaw/

the use goes beyond the intended purpose

Substantial changes are made

the Al System is marketed under the deployers name.

if you integrate a GPAI model with systemic risk through an APl and make further modifications to it.



High-Risk Al System - Provider Obligations: an overview

Article 17 Article 16 Articles 9 -15 Article 12

» Risk management system + quality o) AN g——
compliance (High Risk Al System regs)
m a n a g e m e nt Syste m Design, design control and Data and data governance
design verification measures contact address

Development, quality control

* Quality of datasets

Examination, test and validation
measures and frequency

« Comprehensive technical documentation

to be applied

Identity / contact details for
provider (and auth rep)

&

Intended purpose

Accuracy, including metrics,
robustness and cybersecurity

Quality Ma System Technical documentation

D

(L]

Risks of foreseeable misuse of
high risk Al system

Record-keeping
(Logs)

7

Documentation

Transparency and
use instructions for deployers

(Ons Ability to provide information

& explaining Al system output

Design/develop to enable
human oversight

Data management

« Automatic event recording

Risk management system

° Tra n S p a re n Cy |mplement post-market

» Effective oversight by a natural person e

\
i
Communication with national S Consctlve actonr
. competent authorities duty of information
« Accuracy, robustness, and cybersecurit
ur y r u n y n r url Regulatory cooperation
JieSculice ranasement (demonstrate conformity)

Performance regarding persons

Conformity Assessment e 4
on which system is to be used

Accuracy, robustness &
cybersecurity

apnjoul 01 SU0IANASU] pue sainpadoid ‘saanod

Conformity Declaration Input data specifications / other
information relevant to purpose,
Info necessary for deployers to
interpret / use output

Affix CE marking

-— ©
—
<
o
e
<

Changes approved by notified
bodies

Pre-determined conformity
hanges to system / performance

Registration Decisions/documents issued by’

notified bodies

. ) Human oversight measures -
EU declaration of conformity e E

|
i

Article 51 Computer resources needed and

maintenance measures

os|e 335

Accessibility requirements echanisms to collect, store and

interpret logs

[

« Obtain conformity assessment and affix the CE e
mark

N———

 Indicate provider's name and contact details
on the Al system © https://digiphile.law/

« Maintain technical documentation and logs

ariolilaw/ :
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High-Risk Al System - Obligations: an overview

* Ensure systems are used in accordance
with accompanying instructions

« Assign human oversight

« Ensure input data is relevant and representative

« Monitor the Al system and reporting obligations

« Retain logs

« Transparency

« (Conduct Data Protection Impact Assessment

» (Conduct Fundamental Rights Impact Assessment

ariolilaw/

Obligati pplicabl

Article 29
igations applicable
to all deployers

Appropriate technical & Article 29
organisatlonalmeasnresto Additional deployer obligations

follow instructions for
where specific criteria apply

Al s yl m, inf frm
authority of f nd support for,
for human overseers ff.;(dworkrs
lptdm relevant |fp bl th rity / EU
drep entative for r themselve:
purpose fAI system

Monitoring and reporting
duties for serious risks and
S

If post-remote biometric ID
sys{em, seek authorisation to
e in criminal investigation

Keep logs generated by
high risk Al system
(at least 6 months)

f public bdy r provide public'
services, conduct fundamental
gh assessment

‘Conduct DPIA using provider’s If making decisions using

Annex |11 high risk system,

transparency information and
instructions for use

Regulatory cooperation

inform affected individuals

Article 29a
Fundamental rights impact

assessment requirements

Describe processes in which
Al system will be used

Describe period of time /
frequency in which Al system
will be used

Describe likely specific harms,
taking account of provider’s
ansparency/instructions

Describe human oversight
measures implemented

Describe risk mitigation
measures, internal governance
and complaint mechanisms

Notify market surveillance
authority of assessment results
(using Al Office template)

© https://digiphile.law/
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What is a General Purpose Al model?

‘general purpose Al model’ means an Al model, including when with a large
amount of data using , that displays and is
capable to competently regardless of the way the

model is placed on the market and that can be integrated into a variety of downstream
systems or applications. This does not cover Al models that are used before release on the

market for research, development and prototyping activities

— GPAI = Generative Al and LLM

ariol]
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General Purpose Al Models

1.

ariol]

“Systemically risky” GPAI (FLOP-Threshold of more than 10725 based upon assumption
that higher computational resources indicate more sophisticated models)

fulfil standard obligations

conduct model evaluations

Including adversarial testing (red teaming)

assess and mitigate risks

document and report incidents to the Al Office

maintain adequate cybersecurity protection

SRl Y —

Standard GPAIl: detailed technical and informational documentation to enable downstream
users to comprehend their capabilities and limitations, intellectual property law adherence
(e.q., copyright Directive), and transparency about training data

Open licensed GPAI with publicly accessible parameters and architecture: technical
documentation requirements
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When will the Al Act take effect?

The Al Act shall apply from 24 months following the entry into force.

However:

1. the general provisions reflecting i.a. the EU Principles on Al apply within 6 months after entry into force

2.the prohibition on Al systems according to Titel Il Art. 5 and Annex | apply within 6 months after entry into force

3. Title Il Chapter 4 [notifying authorities], Title VI [transparency obligations for providers and deployers of certain Al
Systems], Title Vllla [GPAI], Title X [Penalties] apply within 12 months after entry into force

4. Article 6(1) [high-risk Al systems] and the corresponding obligations in this Regulation apply within 36 months
after entry into force

5. Codes of practices shall be ready at the latest 9 months after the entry into force of this

» For existing GPAIs on the market when the Al Act rules are applied, this transition period is extended to 24
months (Art. 83(3) AlA).

» And yes, there are of course sanctions in case of violation: depending on violation up to EUR 35m or 7% of
global annual turnover

ariol] 14



Al Compliance is a team effort

Enterprise

Architecture InfoSec

DPO Legal: Colr;mercial &

ariolilaw/

Vendor

Management

Compliance

Data Governance
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Digitization in the EU:
a regulatory flood

More than 100 Regulations and
Directives on EU level are related to
digitization!

l.a.:

 Data Act

Digital Services Act

Digital Market Act

Al Act

DORA

NIS 2 Directive

« Cyber Resilience Act

Legislation Tracker: https://apps.fliplet.com/taylor-
wessing-digital-legislation-tracker/all-legislation-rgt5?

Research &

Industrial Policy
Innovation

Digital Europe
Re: Facility Regulation,

Horizon Europe.
[
() 2021/695,

(EU1202

Regubstion ona pilot
me distribted ledg
tech, market,
E]

ting Europe
Facility Regulation,
(EV)2021/1153

Regulatior on H
Performance Cong
Joint Undertaking

(EU)2021/117:

Regulation on Joint
Undertakings under
Horizon Europe,

021/2085,

up Furopean.
supercomputer capacity.
10 Alstartups

2,

é

=

kaizenner.eu

Recovery and Resilience

Connectivity

Frequercy Bands.
Directive,

Radio Spectrum
Decision,
(EC) 2002/676

Reduction Directive,
(EU) 201 2/61

2023/0045(COD!

Openinternet Access
Regubation,

)

European Electror
Commurications Code
ctive (EE

(EV) 20187

£utop-level domain
Regubation,
/517

ulation,

Regulation on the Union

Secure Connectivity
e,

(EU)2023/588

New radio spectrum
policy programme (RSPP.

20

Data & Privacy

Europe:
(EC)

o
equlation (GDPR),
(EV12016/679

Regubstion

personal data proce:

by EU nstitutions, bodies,

offices and agercies,
EU)

Regulation onthe free
sonal

DataDrective
(PSI),

Access tovehicle data,
functions and resources

Table 1: Overview of EU Legislations in the Digital Sector

se Directive,

Enforcement Directive

(IPR),
(EC)2004/48

Cybersecurity | Law Enforcement

Regulation for a
Cybersecurity Act
(EU)2019/88°

3/0108(COD)

Regulation onterrorist
c

Temporary CSAM
Regulation,

E-evidence Regulation,

(EU) 2023/1543

Trust & Safety

Product Liability

Reg
EU)2012/1025

Radio Equipment

Directive (RED),
(EUI 2014153

Regulation for a Single
Digital G

ral Product Safety
Regulatior,
12023

inthe Official Journal of the European Union

25 potential legislative hitatve

E-commerce
& Consumer
Protection

Unfair Contract Terms
ctive (UCTD)

Unfair Commercial
Practices Directive
{UCPD),

C)2005/29

Directive on Consumer
nts (CRD),

(EU) 201 1/8:
022/0147(COD)

e-invoicing Dir
(EU) 20141

Geo-Blocking Regulation,
EU)2018/

o
enforcement of
 protect

Digital content Directive,
EU)2019/770

Direciive on certain

aspects concerning

contracts for the sale of
goods,

EU)2019/771

rvices Act (
Regulatior),
EU) 2022/2065

Muttimodal digital
mobility services (MDMS)

strengihened

enforcement.
cooperation

Competition

EC Merger regulation,

(EC) 2004/

o
Block Exemption,
(EC)2014/316

Market Surveillance

Reguhtion,

Single Mark

Vertical Block E»
Regulation (VBER),
EU)2022/720

I Market Act (DMA

Regultior),
u)

jon on distorti
dies,

Media

Information Socs

(EC) 200112

Portability Regulation,

FU)2017/1128

Copyright Directiy
& 790

countries for recoredd
music played inthe EU

Finance

Payment Service
Directive 2 (PSD3),
(EW)

2023/0209(COD)

Digital Operational

Resilience Act (DORA

Reguktion),

EU) 2022/2554

Crypto-assets
Regulation (MICA),
( 1

2023/11

ancial Data Access
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